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ABSTRACT

Many machine learning tasks have been shown solvable with
impressive levels of success given large amounts of training data and
computational power. For the problems which lack data sufficient
to achieve high performance, methods for transfer learning can be
applied. These refer to performing the new task while having prior
knowledge of the nature of the data, gained by first performing a
different task, for which training data is abundant. Shown successful
for other machine learning tasks, transfer learning is now investigated
in audio analysis. We propose to solve the weakly labelled problem
of sound event tagging with small amounts of training data by trans-
ferring the abstract knowledge about the nature of audio data from
another tagging task. The proposed methods constitute pre-training
of a recurrent neural network or its parts to perform one tagging
task given abundant and diverse training data, and then using it or its
parts for a new task of tagging sound events of different nature, for
which the data is limited. Several architectures for such transfer are
proposed and evaluated, showing impressive classification accuracy
of 83.4% with gains of up to 20 percentage points over the baseline
given as little as 36 training samples for the target task.

Index Terms— transfer learning, tagging, weak labels, audio

1. INTRODUCTION

Automatic analysis of everyday sounds, with its numerous potential
applications (smart homes, smart cities, context-aware devices), is
attracting increasing attention. New datasets are being published [1,
2], and international challenges and workshops are organised [3].
The goal of these activities is to motivate the development of such
audio analysis methods that would be able to perform robustly in
real-life conditions: a problem currently still unsolved.

The problem of robustness in real-life conditions exists due to
the unpredictable nature and endless diversity of noise and distortions
of the real-life signals, as well as the diversity of the target signals
themselves. In the current age of data-driven machine learning, the
intuitive solution is to use large amounts of data to train a deep neural
network. However, collecting annotated data with sufficient diversity
is very time consuming and costly. On the other hand, various sounds
share similar properties, and to learn those, to get a general idea about
the structure of acoustic signals, could be much more reasonable and
scalable. Obtaining such a general audio-aware tool does still require
a lot of data and resources. However, the intention is to be able to
reuse it for the new, previously unseen, but still related audio tasks.

Transfer learning [4] has been successfully used for years in
various machine learning fields such as text analysis [5], natural
language processing [6] and image classification [7], to mention a

few. With the advancements of deep learning [8], it has become
standard to reuse networks readily pretrained on large datasets, such
as ImageNet [9] when solving a new image analysis problem. How-
ever, in audio analysis field, such practice is not widespread. We
believe that one of the reasons is the following: while it is possible
to visualise the features learnt by the first layers of a convolutional
neural network trained on image data and to show that those do
capture basic shapes and textures, common to images, such approach
is less feasible with audio.

Weak labels is another concept, relevant to real-life audio anal-
ysis. Collecting large amounts of data required to perform well in
diverse conditions is expensive since precise annotations of temporal
occurrences and classes of sounds of interest need to be performed by
a human listener. With the exploding amounts of raw data available,
there is an interest of developing such audio analysis methods, that
would not require this level of precision of annotations. Instead,
it is desirable to be able to work with so-called weakly labelled
data, whose annotations include such information as “somewhere
within this temporal region there is a sound of interest occuring”. In
contrast to sound event detection, this weak label setting refers to
sound event tagging. An exciting goal would be to develop such a
system, which could be trained with massive weakly labelled data,
but capable of outputting strong labels at the analysis stage. Several
works have recently addressed the problem of weak labels in audio,
such as [10, 11].

Works on problems related to audio transfer learning are yet very
limited but promising. Research on emotional audio has successfully
employed these ideas, either by transferring between same-domain
datasets [12], or even between music and speech domains [13]. For
the problems related to environmental audio, one example is self-
training of an audio event detector, which is initially trained on a
small set of strongly labelled data, followed by a semi-supervised
stage with massive unlabelled data [14].

We propose approaches for transferring knowledge about the
structure of audio signals, gained by performing one audio analysis
task, into a different task, for which the training data is very limited.
The source and target tasks of the proposed setup are tagging of sound
events of different classes. We use tagging of baby cries as a source
task and tagging of glass breaks as a target task. The selection of
such classes is motivated by the difference in their acoustic properties
(making the transfer more challenging, while better demonstrating its
potential), as well as by the applicability of such classifiers in real-life
applications (e.g. smart homes [15]). We study whether learning
to do tagging of one sound event class given large and diverse data
is helpful to later perform tagging of sound events of a different
class, for which the training data is limited, even if they do not share
much of the acoustic properties (baby cries exhibiting fewer abrupt
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Figure 1: Architectures studied in this work. The baseline with no transfer is implemented with the architecture (a). It is also used in the first
method, where the network is initialised on a source task and then fully retrained on a target task. In (b), the network on the left is trained on the
source task with large amount of data (stage 1), and then the weights of the first LSTM layer are copied to the corresponding layer of the network
on the right, while the remaining weights are fine-tuned for the target task with little training data (stage 2). In (c), the network on the left is first
trained on source task data (stage 1), after which its first LSTM layer with pre-learned and fixed weights is incorporated into the network on the
right using an additional merge layer. The rest of the weights of the network on the right are trained on the small target task dataset (stage 2).

transients and being more stationary than glass breaks). Transferring
the knowledge would therefore stand for transferring the generally
useful insight about structure of environmental audio and ways to
efficiently perform detection of “interesting” event classes in audio.
We simulate the abundant and limited datasets by creating mixtures
of recordings of acoustic scenes and sound events.

Next, we present the proposed approaches for incorporating the
source task knowledge into the target task problem. Thereupon,
details of data acquisition and generation are given, followed by the
evaluation results and conclusions.

2. METHODOLOGY

The transfer learning setup consists of a source task and a target
task. The source task can be performed well due to the abundance
of available training data. To perform the target task given a limited
amount of data, potentially useful knowledge learnt from the source
task is transferred to the target task. Here, we investigate ways of
transferring such knowledge from one audio tagging task to another.

We propose three methods for transfer learning of weakly la-
belled sounds. They all are based on the following many-to-one
recurrent neural network architecture: two LSTM [16] layers (100
neurons each, tanh activation, 10% dropout for input gates and no
reccurent dropout) connected to one output neuron (sigmoid), which
predicts whether the sound event was detected somewhere in the input
sequence of audio frames (2584 frames in a sequence, corresponding
to 30 seconds of audio). See Figure 1 (a) (one-stage version) for the
illustration of the basic architecture.

The first approach (also in Figure 1 (a), the two-stage version,
referred also to as pre-training of all layers) is simply initialising the
network with the source task data and then using it as the starting
state for the target task. During the target task learning stage, the
network would be tuned across all its layers. That is, we investigate
the usefulness of pre-training the network to do a different but con-
ceptually similar task. A potential drawback of such setup is that
there is no guarantee that the network will not “forget” everything it
has learnt during the source task stage after it has been tuned for the
target task. Still, we believe that initialising on a diverse audio data

is more helpful than a data-unaware initialisation.

The second approach, referred to as low-level pre-train and fix, as
seen in Figure 1 (b), consists of partially enforcing the importance of
retaining the knowledge learnt from performing the source task during
the transfer. The network of the base architecture is first trained for
the source task (training stage 1). Thereupon, the low-level features
learnt from this stage are fixed, and only the higher-level features
are fine-tuned for the target task (training stage 2). In practice, this
means fixing the weights of the first LSTM layer when performing
the retraining of the rest of the network on the target task data. The
intention is that the network on its first LSTM layer would learn
the structure of audio data in general, and that detection of different
sound event classes would happen on a higher level of abstraction.
The assumption here is that the first LSTM layer would be capable
of capturing generally useful features for audio analysis tasks when
trained to perform only one but with diverse enough data. Fine tuning
for a particular new unseen class of sound events could therefore be
done with a smaller training dataset, if this assumption holds.

Finally, the third approach, parallel lower level layers, as in
Figure 1 (c), is the combination of the first two: it enables both
adaptation to the target task on all the abstraction levels and retaining
of the knowledge about the general structure of audio data learnt
while performing the source task. That is, we allow training on all
the levels of abstraction for the new task as well as fixing the lower
level features learnt from the source task. In practice, we propose to
implement such an arrangement with two parallel lower-level LSTM
layers, one of which will have weights learnt from the source task
and then fixed, while the other will be trainable on the new data. The
outputs of these layers are merged by concatenation prior to the next
LSTM layer.

All the networks are trained using binary cross-entropy loss and
rmsprop optimiser (learning rate 0.001). For data-unaware initialisa-
tion of the weights, Glorot normal initializer [17] is used. We do not
use validation data based early stopping due to the scarcity of target
task data, but rather terminate each training stage after 300 epochs.
The implementation uses keras package [18]. Run on a Tesla K80
GPU, one epoch takes approximately 100 seconds at the pre-training
stage and 20 seconds at the fine-tuning stage.
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3. DATA

A dataset of weakly labelled data was generated for this work. It
consists of real-life recordings of various acoustic scenes [2] with
sound events artificially added to half of the recordings at random
temporal locations with various event-to-background ratios. Given
sufficient diversity of underlying real-life recordings, a dataset of
mixtures was generated, large enough for the task of investigating
the applicability of the proposed methodology for transfer learning.
Here, we describe the details of the dataset and its generation. Both
the source data and software for mixture generation are released' for
academic research as part of the DCASE 2017 challenge [19].

3.1. Source recordings

The dataset was generated using background recordings from 15
different acoustic scenes and sound event recordings from two classes
(baby cry and glass break), obtained from Freesound [20]. The source
files were accompanied by information to perform train-test splits
and source-target task splits. For the background recordings, it is
the location id (so that recordings from the same location would not
come in both training and test sets) and acoustic scene class (so that
source and target tasks would not share the same classes of acoustic
scenes). For the sound events, the train-test split is to be done over
the authors of the original recordings at Freesound (so that no same
user name would appear in both training and test sets).

The background recordings are an almost exact copy of TUT
Acoustic scenes 2016, development dataset [2], with the exception of
recordings naturally containing target class events, annotated by a
human listener and then excluded. The classes of the acoustic scenes
are the following: bus, cafe/restaurant, car, city centre, forest path,
grocery store, home, beach, library, metro station, office, residential
area, train, tram, and park. The dataset totals to 39 minutes of audio.

The target sound event recordings originate from Freesound and
are accompanied here by precise annotations of their temporal occur-
rences. We collected the isolated sound events from Freesound in
the following manner. All the recordings matching the target class
name query and with a sampling rate fs > 44100 Hz were down-
loaded using the API with python wrapper.” The target sound events
were then isolated from the recordings using a two-step procedure.
First, a semi-supervised segmentation [21] was performed with an
SVM model trained to distinguish between high-energy and low-
energy short-term frames and then applied on the whole recording. A
dynamic thresholding was used to detect the active segments.

The events were then screened by a human listener and only
those clearly corresponding to the target class were retained (e.g.
baby cry recordings included sounds of baby sighs and coughs, which
were discarded). The temporal annotations were manually refined for
all the isolated events with a step of 100 ms in such a way that there
would not be abrupt clicks on the boundaries, but no silence regions
before or after the events either. The statistics of the isolated events
are:

e baby cry: 106 training and 42 test instances, mean duration 2.25
seconds (standard deviation 0.98),

e glass break: 96 training and 43 test instances, mean duration
1.16 seconds (standard deviation 0.71).

'http://www.cs.tut.fi/sgn/arg/dcase2017/
challenge/task-rare-sound-event-detection

’https://github.com/xavierfav/
freesound-python-tools
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Due to the nature of these sounds, there still are some regions of
silence inside the annotated events (e.g. a baby cry consisting of two
phrases, annotated as one cry). Performing a frame-level annotation
on target event presence was deemed unfeasible. However, events
with pauses longer than one second were eliminated.

The detailed temporal annotations, albeit not of the highest
importance for the weak labelling task, were nevertheless useful.
They allowed generation of mixtures in a highly controlled manner.
Each mixture contains at most one target sound event (as defined
above, series of two sound event with a pause shorter than one second
in between is referred to as one), and multiple sound events in a
longer source file can be used separately in different mixtures.

3.2. Mixture generation

The background recordings were segmented into 30-second long
sequences. Thus, a classification instance in this work is a 30-
second long recording, referred to as mixture, which is a background
recording with or without an added target sound event. During
mixture generation, the event presence rate was set to 0.5, yielding
balanced sets in all cases. The event-to-background ratios (EBR)
were set to a random value from a list of —6, 0 and 6 dB for each
mixture with a target event. This value refers to the logarithmic ratio
of the RMS energies of the event and the corresponding background
segment, onto which the event was mixed.

For each mixture, the background instance, the event instance,
the event presence flag, its timing in the mixture and the EBR value
were all selected randomly and uniformly, allowing for a generation
of an infinite number of mixtures, which do, however, share the
underlying source data. This is not an issue for the cross-validation
setup, since the split is performed in terms of the origin of the source
data.

For the sound event files with sampling rate different from the
target 44100 Hz (higher was allowed), resampling to 44100 Hz was
performed prior to the summation. To avoid clipping, the mixtures
were scaled with a factor of 0.2 (found experimentally suitable for
the given dataset parameters). All the mixtures were scaled, not only
the clipping ones, so that the dynamics were preserved. To avoid
introducing quantisation noise, the files were saved in 24 bit format.

3.3. Training and test sets

The training sets contain 1800 instances of 30-second audios (back-
grounds with or without target class sound events) for the full data
case and 36 instances for the limited data case. The test set contains
500 instances and is generated with different but fixed underlying
source data (as described above, different location ids for back-
grounds and different authors of recordings for the target events).
Both in all the training sets and in the test set, the target sound events
occur in exactly half of the cases.

There is an additional dimension of the split. Namely, the source
and target tasks never share underlying data used in training and test
mixtures. For the source task of baby cry tagging, we use background
material from one set of contexts (beach, bus, cafe/restaurant, car, city
centre, forest path and grocery store), while the mixtures generated
for the target task use background recordings of different contexts
(home, library, metro station, office, park, residential area, train).
This way, we ensure that the potential benefit of transfer learning
does not originate from network memorising the background data,
but rather learning to perform tagging in general, in various diverse
settings.
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3.4. Features

As features, we use 20 MFCC [22] coefficients, extracted in frames
of 2048 samples (46 ms with sample rate 44100 Hz) with hop size of
512 samples (12 ms). This results in sequences of 2584 frames for
each 30-second mixture. Delta features are not used, as motivated by
the recurrent properties of the employed neural network. Librosa [23]
framework is used for feature extraction.

We do not perform any optimisation of the feature extraction
parameters in this work, since the primary objective is to investigate
the improvement introduced by the proposed transfer learning archi-
tecture over the baseline, while keeping the rest of the variables fixed.
We use MFCCs as a feature, shown applicable for various audio
analysis problems, including real-life sound event detection [24].

4. EVALUATION

In this section, we evaluate the proposed architectures for transfer
learning and compare their performance to the baselines. As a lower
boundary, we have a network as shown in Figure 1 (a), trained
on the limited dataset of target task (18 positive and 18 mixtures
only). Evaluated on the 500 mixtures of the test set, it shows 62.4
classification accuracy. Incorporating the proposed methods for
transferring the insight about the audio data in general from a source
task is expected to outperform this baseline method.

As the top boundary, we show the results of the basic network
(Figure 1 (a), with only one stage) when full dataset (1800 mixtures)
is available for the target task. Such network achieves classification
accuracy score of 94.6. Getting even remotely closer to this value in
the limited data transfer learning case would be considered a success.

The evaluation results are presented in Table 1. We see that
pre-initialising the target task network by first performing source task
training with the full dataset (Figure 1 (a)) is, indeed, helpful. We
achieve 10 pp (percentage points) performance boost in this set up,
and the network does not “forget” what it has learnt from the source
task after 300 epochs, even though all the weights are allowed to be
retrained. This is an encouraging result despite its simplicity.

The second proposed method, referred to as low-level pre-train
and fix (Figure 1 (b)) consisted of fixing the weights of the first LSTM
layer trained on the full source task dataset, and retraining only the
rest of the network with limited data of target task. The evaluation
shows a 4 pp degradation of performance with this set up compared
to the baseline. From this negative result, we learn that the first
LSTM layer is not capable of capturing all the possible properties
of acoustic data when trained to perform one task, even though the
data is abundant. Apparently, the sounds of baby cries and glass
breaks are acoustically so different, that both tasks need at least some
low-level descriptors fine-tuned. Performing the first training stage
on a multiclass problem with events of different acoustic properties
is a natural potential solution to this problem. Also, convolutional
neural networks seem a valid alternative for the lower level layer.

Finally, the third proposed method with parallel low-level LSTM
layers, each trained for their own task, as shown in Figure 1 (c),
shows impressive results. A boost of more than 20 pp in accuracy
is achieved. This result is noticeably closer to the upper boundary
full-data case than it is to the limited data baseline. We see that,
indeed, the network managed to some extend to learn to perform
audio tagging in general during the first stage, and then transferred the
obtained knowledge to the new task. Keeping half of the lower-level
weights trainable in the second stage showed to be useful.

We also evaluate the performance of the proposed parallel lower
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method test acc., %
Limited training data (36 examples)

from scratch 62.4
pre-training of all layers (a) 72.4
low-level pre-train and fix (b) 58.6
parallel lower level layers (c) 83.4

Full training data (1800 examples)
from scratch 94.6

Table 1: Evalutaion results. From scratch refers to the architecture
(a) in Figure 1 in one stage, without transfer learning. pre-training of
all layers refers to architecture (a), first trained on full source task
data and then using the obtained weights as initialisation for training
all the layers on limited target task data. Low-level pre-train and fix
is architecture (b), and parallel lower level layers is architecture (c).

>
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c
S 07 - .
o ,/ —e— transfer learning, parallel lower level layers
% 0.6 //‘ ==~ training from scratch
s - M upper bound: training from scratch on full data
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Number of target task training samples

Figure 2: Evaluation results of the parallel lower level layers and
Jfrom scratch methods depending on the amount of training data.

layers architecture with a variable amount of training data for the
target task. The results are presented in Figure 2. One-shot learning
(with only one positive training example) appears to beat the from
scratch case slightly, but such small difference might be explained
by random effects. However, the improvement provided by transfer
learning remains apparent with increasing amount of data, showing
most prominence in the case of 32 samples. We see the validity of
the proposed approach for the cases of limited training data.

5. CONCLUSIONS

We have proposed intuitive yet effective techniques for transfer
learning of weakly labelled audio: a simple pre-training of an LSTM
network on a different yet conceptually similar tagging task, as
well as a network with parallel lower level layers, each trained on a
separate task. Pre-training of the whole network has shown 10 pp
improvement of the accuracy. The parallel architecture, trained only
on 36 target class samples, has performed successfully (20 pp boost).

Many exciting extensions of the approach are to come. The
ultimate goal is an architecture for a general-purpose neural network,
which could be pre-trained on abundant audio data to have an “idea”
about sound signals in general and then fine-tuned for a new task
rapidly and with very small amounts of data.
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